Holistic Measurement Driven System Assessment (HMDSA)

Exascale-ready operations, improved performance, and balanced system design

via comprehensive system monitoring and analysis
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swering Key Operational Questio

How can | know if the system is having
problems?

Is my performance variation due to
system conditions or code changes?

User System Managers & Users
Capability: Combined reasoning based on changes in application characteristics
(e.g.,MPI message size) and system characteristics (e.g., network congestion) to
diagnose cause(s) of performance variation and predict application runtime.
Figures of merit on Cray Arles interconnect system
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Different Cray Aries with competing application, different Aries, same Aries (self-contention)
Capability: Diagnose network issues Capability: Diagnose file-system issues
using extracted congestion regions (e.g. using periodic latency measurements of
Cray Gemini interconnect) file system operations (e.g. write)
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Capability: Diagnose code-related issues @™ @™ @ g™ o o o @f
(e.g. impact of MPI message size on runtime)
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What are the architectural
requirements given the site’s workload?
Architects & Acquisitions Teams
Capability: Inform design decisions for
future systems

Insight: Assessing dynamic range of
memory needs for facilities’ workflows
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Insight: Identifying issues with network
routing and congestion mitigation
procedures
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on Cray Gemini interconnect

Duration of congestion

* Data-driven and Machine Learning (ML) based mechanisms for data
collection, analysis, and automated runtime feedback and control

« Scalable APIs that enable flexible runtime interactivity (e.g., streaming analytics)

¢ Platform independent open-source solutions

« Lightweight, low overhead mechanisms enable
high fidelity (e.g. sub-second) synchronized,
whole system numeric and event data capture

* Discovery and analysis of

with negligible impact on application runtime logs and numeric data

performance and resilience related
phenomena via integrated system
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How can a system provide
more effective and efficient services?

Architects, System Managers &
Support Staff
Capability: Dynamic task re-mapping
based on congestlon measurements

Stalls
Bandwidth
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Percentage of congestion time recovered by
performing dynamic re-mapping.

Capability: Topology-aware scheduling
(TAS) based on congestion measurements

Last 6 months of each compared
Network Injection = 42% increase with TAS
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Impact of TAS on system performance

Significance and Impac

« Enable highly efficient HPC system usage and inform future system
improvements to produce more science
 Transform real-time data into actionable intelligence at runtime

¢ Low latency feedback of analysis
results to system software,
applications, and system
managers

Scalable System Design and Architecture

Data Collection Analysis Actionable Intelligence
HIGH PERFORMANCE/PROJECT DRIVEN
ANALYSIS AND PREDICTION TOOLS
« Log and Event Analysis
« Event Prediction and Correlation
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* High resolution extraction and
classification of phenomena with respect
to locality, severity, and temporal extent

Actionable Expert and ML-Driven Analysis
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